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Non-backtracking eigenvalues
● length spectrum theory

○ Torres, et al. App. Net. Sci. 4.1 (2019): 41.

● community detection
○ Krzakala, et al. PNAS 110.52 (2013): 20935-20940.
○ Bordenave, et al. FOCS (2015).

● graph distance & embedding
○ Torres, et al. App. Net. Sci. 4.1 (2019): 41.

● centrality
○ Martin, et al. Phys. Rev. E 90.5 (2014): 052808.
○ Morone & Makse. Nature 524.7563 (2015): 65-68.
○ Arrigo, et al. J. of Sci. Comp. 80.3 (2019): 1419-1437.

● epidemic thresholds (SIR, SIS)
○ Karrer, et al. Phys. Rev. Lett. 113.20 (2014): 208702.
○ Hamilton, & Pryadko. Phys. Rev. Lett. 113.20 (2014): 208701.
○ Shrestha, et al. Phys. Rev. E 92.2 (2015): 022821.
○ Castellano, & Pastor-Satorras. Phys. Rev. E 98.5 (2018): 052313.
○ Masuda, et al. J. of App. Math. 85.2 (2020): 214-230.
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The X Matrix
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ui, vi = right and left eigenvectors

X-non-backtracking centrality 
(XNB)

X-degree centrality (X-deg)
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This algorithm can be 
implemented using one 
of two data structures: an 
indexed priority queue 
(IPQ), or a hash table 
(a.k.a. dictionary, Map). 
Each version is more 
efficient on different 
types of networks.

Algorithm: Immunization with XNB

XNB

XNB

XNB

XCent(G,i)

XCent(G,i)



Immunization on graphs 
with heterogeneous 
degree distribution 
Real graphs typically 
have 2 < γ < 3.

Algorithm: Scalability

better
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Question 1

“excess degree”

Future work:
● What about higher 

moments?



X-centrality and localization

The adjacency eigenvector is 
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Martin, et al. Physical review E 90.5 (2014): 052808.
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Martin, et al. Physical review E 90.5 (2014): 052808.
Pastor-Satorras & Castellano. Preprint arXiv:2005.03913 (2020).



Question 2

The degrees of the neighbors of the red nodes have low 
variance – thus the red nodes have high X-deg.

The non-backtracking eigenvector is 
disproportionately localized on the red nodes.



Question 2

Generate a graph with a subset 
of nodes with high X-degree. 
Find a localized eigenvector?
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